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Abstract: Sit-to-Stand Transition (STS) and vice versa are important 

indicators of independence and physical health. For normal people, this 

movement is easy to do but can be difficult for people who have health 

problems, such as those who have had an injury or stroke. Sit-to-stand 

assessments can be used to detect spinal disorders. However, spinal 

kinematic measurements require special instrumentation and are expensive. 

The use of Artificial Intelligence (AI) in pose estimation plays an important 

role in the assessment or detection of a person's movements. Video-based 

assessment can be an alternative method that is inexpensive and easy to use. 

Therefore, this preliminary study proposes a sit-to-stand motion extraction 

method that uses vision-based pose estimation. Time trends and sit-to-stand 

trajectories were then calculated for the two videos with different subjects. 
The results show different trends in both time and trajectory. From this study, 

it is known that STS time and trajectory are potential features for abnormal 

detection. This proposed method is expected to be utilized in the medical 

field to detect movement abnormalities, especially sit-to-stand movements. 

 

Keywords: Sit-to-Stand Analysis, Pose Estimation, Feature Extraction, 

Human Activity Recognition, Video Processing 

 

Introduction 

The Sit-to-Stand (STS) transition is a frequent 

movement in daily life that requires the coordination of 

joint movements, including the spine, neck, and hips 

(trunk). Poor coordination of joint movements during the 

sit-to-stand transition can be an important indicator of 

independence and physical health (Melo et al., 2022; 

Roldán Jiménez et al., 2019). However, this movement 

can also be difficult for people with certain health issues 

such as spinal cord injuries or post-stroke (Waiteman et al., 

2022; Schwarz et al., 2022). Thus, monitoring the 

kinematic characteristics of the spine during sit-to-stand 

is important and useful for interventions to improve sit-

to-stand movements in spinal disorders. 
The main problem with sit-to-stand assessments is 

the difficulty in measuring spinal kinematics accurately 
and objectively (Inoue and Matsuo, 2020), which 

requires specialized instrumentation that is quite 

expensive (Atrsaei et al., 2022). In addition, the 

measurement of spinal kinematics can also be 

influenced by factors such as age, sex, and the physical 

condition of the patient (Nioti et al., 2022). Therefore, 

there is a need for an accurate, objective, and 

noninvasive method to measure spinal kinematics 

during sit-to-stand movements using technology that is 

cheap and easy to use (Erfianto et al., 2023). 

In a previous study, an RGB-D Camera-based was 

used as a device for subject video acquisition in sit-to-
stand assessment (Acorn et al., 2015; Röhling et al., 2022; 

Zhao and Espy, 2019). The drawback of this method is 

that its use is limited to indoor spaces and is affected by 

lighting and shadows. Other researchers have used markers 

for joint marking (Banerjee et al., 2014; Tulipani et al., 

2022; Park et al., 2021). The disadvantage of this method 

is that it requires a procedure for placing the marker on 

the joint. Other researchers have used Inertial 

Measurement Units (IMU) (Fudickar et al., 2020; 

Hanawa et al., 2019; Buraschi et al., 2022; Erfianto and 

Rizal, 2022) or EMG signals (Wang et al., 2022). These 
devices for data acquisition still need to be more practical 

for sit-to-stand assessments. 

One method that can be used for sit-to-stand 

assessment is pose estimation. With pose estimation, the 

joints on the body are estimated using a computer program 

without requiring an external device placed on the 
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subject's body. Hitherto, pose estimation has been widely 

used in various applications such as augmented reality, 

robotics, and human gesture recognition. To develop a 

system for analyzing trunk movement during sit-to-stand 
movements, a comparison of several pose estimation 

methods that have been proven effective, such as 

OpenPose (Wang et al., 2022; Abd Aziz et al., 2020; 

Hsu et al., 2019), Alpha Pose (Marusic et al., 2023; Li et al., 

2022) and Media Pipe (Mundt et al., 2022), was 

performed. The use of pose estimation reduces the cost 

of more complete features. 

In this study, a sit-to-stand assessment method that uses 

pose estimation based on video processing was developed. 

The main contributions of this study are as follows: 

 

1. To detect landmarks and generate neck, knee, and 

torso inclination 

2. To detect landmarks and generate angular velocity of 

neck, knee, and torso 

3. To provide biomechanical features and signals for sit-
to-stand posture 

 

The trunk movement analysis system during sit-to-

stand resulting from this proposal will have opportunities 

to be developed through further research. For example, it 
can be used to assist sports coaches in analyzing athletes' 

movements, assist doctors in performing medical 

rehabilitation and assist product designers in improving 

the ergonomics of their products. In addition, the system 

can be used in various other applications that require the 

analysis of human body movements. 

Materials and Methods 

Figure (1) shows a diagram of the proposed method. To 

ensure the reliability of the proposed method, preprocessing 

techniques were applied to all video data to address potential 

environmental challenges, such as poor lighting, occlusions, 

and complex backgrounds. These preprocessing steps 

included resizing images to a standard resolution to optimize 

pose estimation and applying background removal to isolate 

the subject and minimize distractions. These measures 

reduced noise and variability in the input data, enhancing the 

accuracy of the pose estimation software and ensuring the 

consistency of the extracted biomechanical signals. 
Following this preprocessing, the proposed method was 

implemented as detailed below. 

 

1. Find points of interest to define sit-to-stand 

landmarks: We used the right-side sagittal view with 

the chest cross-hand pose, as displayed in Fig. (2). 

Two landmarks are used in this STS, namely, joints 

as landmarks and flexion landmarks. Joint landmarks 

are the coordinates (x, y) of each joint, as shown in 
Fig. (2), whereas flexion landmarks include neck 

flexion, torso flexion, knee flexion, and ankle flexion. 

These four flexion landmarks were determined from 

joint landmarks and used to determine the trajectory 

of the STS movement 
2. Find points of interest to define sit-to-stand landmarks: 

We used the right-side sagittal view with the chest 

cross-hand pose, as displayed in Fig. (2). Two 

landmarks are used in this STS, namely, joints as 

landmarks and flexion landmarks. Joint landmarks 

are the coordinates (x, y) of each joint, as shown in 

Fig. (2), whereas flexion landmarks include neck 

flexion, torso flexion, knee flexion, and ankle flexion. 

These four flexion landmarks were determined from 

joint landmarks and used to determine the trajectory 

of the STS movement 
3. Calculate angular values of the neck, torso, and knee 

The function of this process was to calculate the offset 

distance. The setup requires the person to be in the 

proper side view. The main purpose was to 

determine the offset distance between the two 

points. It can be the hip point, eyes, or shoulders. 

These points are always approximately symmetric 

about the central axis. With this, we will incorporate 

camera alignment assistance into the script. The 

distance was calculated using the Euclidean distance 

formula, as shown in Eq. (1) 
 

 
 
Fig. 1: Diagram block of proposed method 
 

 
 
Fig. 2: Joints as a landmark for sit-to-stand assessment 
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𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 = √(𝑥1 − 𝑥2)2 + (𝑦1 − 𝑦2)2 (1) 
 
where: 
 

𝑥 =  𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 𝑖𝑛 𝑡ℎ𝑒 𝑥 − 𝑎𝑥𝑖𝑠 
 

𝑦 =  𝑝𝑜𝑠𝑖𝑡𝑖𝑜𝑛 𝑖𝑛 𝑦 𝑎𝑥𝑖𝑠 
 

The results of the pose estimation process in the video 

are shown in Fig. (3). The torso and neck angles, which 

are used for neck flexion and torso flexion, were estimated 

for the next analysis. 

The next step involves calculating the angular velocity 

of the neck, torso, and knee. We then calculated the angular 

velocity of body posture during STS and STS duration. The 

details of the data collection and feature extraction 
processes are explained in the following subsections. 

Dataset Collection 

The Sit-to-Stand (STS) pose starts from the sitting 

position with the cross-hand on the chest and ends with 
the sitting position, as displayed in Fig. (4). Practical 

applications would require a recorded video of a person 
within five STS activities. To evaluate the proposed 

methods, we utilized 16 pre-recorded videos collected 
from YouTube, with metadata listed in Table (1). 

Additionally, we conducted two rounds of controlled data 
collection involving eight participants. Each session 

consisted of 30 seconds of 10 STS transitions recorded 
before and after the exercise, resulting in 20 unique 

datasets per participant. This approach ensures the 
inclusion of varied physical states and enhances the 

diversity of the dataset, providing a comprehensive basis 
for analysis. Informed consent was obtained from 

participants after reading the experimental procedures 
provided to each participant. By signing the attendance 

register, participants agree to participate in this research. 
This primary dataset includes variations in sex, height, 

weight, and some female subjects wearing the hijab. The 
video was cut to cover five times the STS, while the frame 

size did not need to be normalized because the angle between 
the joints for measuring flexion was not affected by the frame 

size. In each video, an estimated pose was used to determine 
the required joint. An example of the initial pose and the 

results of pose estimation are shown in Fig. (5). 
 

 
 
Fig. 3: Original video and its pose estimation process 

 
 
Fig. 4: Sit-to-stand sequences 
 

 
 
Fig. 5: (a) STS person 1 before pose estimation (b) STS person 

1 after pose estimation (c) STS person 5 before pose 

estimation (d) STS person 5 after pose estimation (e) 
STS person 15 before pose estimation (f) STS person 15 
after pose estimation 

 
Table 1: Metadata of STS video dataset collected from 

YouTube and primary dataset recording 

Video File File 
Size 
(MB) 

Frames Size  
(width, height) 

Total 
Frames 

STS_Person_1 3.02 1280x720 649 

STS_Person_2 5.01 1280x720 781 

STS_Person_3 1.47 1280x720 433 

STS_Person_4 3.07 1280x720 271 

STS_Person_5 4.45 406x720 891 

STS_Person_6 11.88 848x480 1104 

STS_Person_7 9.35 800x480 1124 

STS_Person_8 7.65 640x368 1076 

STS_Person_9 4.29 848x480 995 

STS_Person_10 5.31 848x480 1141 

STS_Person_11 5.03 848x480 983 

STS_Person_12 4.48 848x480 972 

STS_Person_13 5.19 848x480 924 

STS_Person_14 5.68 848x480 959 

STS_Person_15 4.48 848x480 972 

STS_Person_16 5.14 848x480 917 

STS_Talent_1-40 1.54 1228x720 879 
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Fig. 6: STS movement and its knee and torso flexion angle for 
each position 

 

 
 
Fig. 7: Example of feature extracted from flexion and the joint 

result of pose estimation 

 

 

 
Fig. 8: Hip, shoulder, and knee trajectory 

 

Biomechanical Signals Extracted from Vision-Based 

Pose Estimation 

From the results of the pose estimation, the degree of 

displacement of each flexion was calculated, as shown 
in Fig. (6). The values resulting from the movement of 

each joint are shown in Fig. (7). Later, this STS 

movement was used to determine the trajectory of the 

hips, shoulders and knees, as shown in Fig. (8). These 

results will be used later to determine the trajectory that 

determines the consistency of STS movement. 

Results 

Table (2) shows the posture, extracted signal, and 

trajectory resulting from the sit-to-stand experiments. The 

resulting biomechanical signals are related to neck, torso, 

and knee flexion. The details of each signal are shown in 

Figs. (9-10), respectively. The 2D posture trajectory 

explains the joint movement during the sit-to-stand 
activity. This trajectory is projected from the camera 

frame into the video frame coordinates, that is, in the x- 

and y-coordinate frames. 

Figure (9). shows the angular velocities of the torso, 

neck, and knee. This graph shows the speed at which 

the angle of each joint changes in each STS cycle. The 

sharp peaks indicate relatively fast movement without 

long transitions and delay during the standing or sitting 

position, as shown in Figs. (9a-b). Figure (9c) depicts 

the different biomechanical signals compared to (a and 

b). Figure (9c) shows the short delay while sitting and 
standing before the transition. This can be explained by 

the flat biomechanical signal prior to or after 

transitions.  

The time required to complete the five STS cycles is 

shown in Fig. (10). The horizontal graph shows the 

consistency of the time needed to complete the STS, as it 

happened to person 1. Meanwhile, the graph that shows a 

rise or fall shows a change in rhythm in STS, which is 

exemplified in persons 5 and 16. However, Fig. (10c) 

shows that the time slows after two STS cycles. 

 

 
(a) 

 
(b) 

 
(c) 

 

Fig. 9: Angular velocity of neck, torso, and knee (a) Person 1, 
(b) Person 5, (c) Person 16 
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Table 2: From pose video, biomechanics signal and posture trajectory 

Pose Video Biomechanics signals Posture trajectory 

 

 
STS_Person_1 

 

 

 
 

 
STS_Person_5 

 

 

 
 

 
(a) 

 
(b) 

 
(c) 

 

 
Fig. 10: Trend of sit-to-stand time (a) Person 1 (b) Person 2 (c) 

Person 16 

Figure (11) shows the hip, shoulder, and knee 
trajectories. A solid image, as in Person 1, visually 

shows a consistent STS and no significant spread 

occurs, so that the paths formed almost overlap in one 

path. Meanwhile, in Persons 5, 16, and 33, the resulting 

trajectories were spread, depicted by n scattered and 

inconsistent trajectories. Movement inconsistency may 

indicate fatigue, abnormalities, or shaking while 

performing sit-to-stand. The STS time and trajectory 

results can be potential features for detecting 

movement abnormalities, especially STS. 

 

 
(a) 
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(b) 

 
(c) 

 
(d) 

 
Fig. 11: Biomechanical trajectory of joint movement 
 

Discussion  

In our experiment, significant joints were extracted 

from the STS analysis. The joint movement in the STS 

cycle was successfully tracked to depict its trajectory. The 

angular velocity can be defined and calculated graphically 

and the trend can be visually distinguished. By examining 

this trend, it can be determined whether the subject is 

experiencing fatigue or abnormalities. In this research, 

automatic condition determination has yet to be carried 

out because the data are only secondarily recorded. In the 

next stage, classification is performed using machine 
learning so that it can be determined when an abnormality 

occurs in the movement (Zanela et al., 2022). 

The proposed vision-based pose estimation method 

offers a non-invasive and cost-effective solution for 

assessing Sit-to-Stand (STS) transitions compared to 

Inertial Measurement Units (IMUs), which are widely 

used for motion analysis. IMUs provide high temporal 

resolution and precise kinematic data, making them 

reliable for detecting angular velocity and acceleration 

during STS tasks; however, they require wearable 

sensors, which can be uncomfortable and less practical for 

non-clinical settings. In contrast, vision-based methods 

eliminate the need for physical attachments, offering 

greater convenience and accessibility. While IMUs excel 

in capturing detailed joint movements, vision-based 

methods can provide a more holistic and scalable 

approach for real-world applications. A comparative 

analysis with prior studies, such as Hanawa et al. (2019), 

would be beneficial for research validation, assessing the 

novelty of the vision-based method, and highlighting its 

contribution to improving non-invasive motion analysis. 

This comparison could also validate the effectiveness of 

the vision-based approach while guiding further 

enhancements to improve its robustness and usability. In 

this preliminary study, there are still limitations where 

the pose estimation algorithm has not been tested at 

various lighting levels. This is also important because it 

is to test the reliability of the measurement under various 

lighting conditions. 

Conclusion 

This study presents a method for sit-to-stand 

assessment using pose estimation based on video 

processing. The proposed method can be used to 

measure the trajectory and angular velocity of the neck, 

knee, and torso. Testing with different people shows 

how quickly each joint's angle changes in each STS 

cycle and the consistency of the changes in the neck, 

knees, and torso trajectories. However, in this study, 

we only show three samples of persons performing sit-

to-stand. The preliminary estimates show different time 

trends and trajectories for the two videos.  

Visually, Person 1 exhibited consistent time 

transitions and trajectories. Meanwhile, persons 5 and 16 

generated inconsistent time transitions and dispersed 

trajectories. A preliminary study showed that 

biomechanical measurements, including angular velocity 

and trajectory, could be used as potential features for 

detecting abnormalities in sit-to-stand movements. 
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In future work, this research plans to expand the 

dataset to include a larger and more diverse population, 

incorporating variations in age, gender, body type, and 

physical conditions to validate the method's 
generalizability. Additionally, data will be collected under 

diverse environmental conditions, such as varying 

lighting, backgrounds, and occlusions, to further enhance 

the robustness and applicability of the proposed approach. 

Incorporating real-time video analysis will be explored to 

assess STS transitions in more dynamic and varied 

environments, increasing the method's practicality for 

real-world applications. Efforts will also be made to refine 

the pose estimation algorithms to better handle potential 

disruptions and improve the accuracy of biomechanical 

measurements. Future studies will focus on integrating 
machine learning techniques to automate the 

classification of normal versus abnormal STS 

movements, providing an automatic and reliable method 

to assess the performance of the proposed approach in 

detecting abnormalities. These advancements aim to 

strengthen the method’s robustness and applicability 

across diverse scenarios. 
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