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Abstract: Hate speech is a major problem on social media platforms. Every 

day, numerous instances of hateful behavior based on race, ethnicity, 

religion, or gender are witnessed on social media. Most of the leading social 

media platforms like Instagram, Facebook, Twitter Reddit, etc., have strong 

community guidelines that condemn and restrict the exchange of hateful 

language/content in any form. Despite the guidelines, some of these instances 

go unnoticed due to the suitability of the language and expression. This 

encourages the need for strong automated hate speech detection techniques 

that can flag such content and ensure a safer environment for users belonging 

to all domains of life. There is a concept of transformers model it is based on 

two encoders and decoder blocks. The model which has only an encoder 

block is called Bidirectional Encoder Representations from Transformers 

(BERT) and the model which contains only a decoder block is called 

Generative Pre-trained Transformer (GPT). In this study, we propose a 

method that uses a pre-trained BERT model for hate speech detection on 

Twitter data. The dataset contains tweets belonging to three different classes 

i.e., hate speech (0), offensive language (1), and neither of these (2). We 

evaluated our proposed model on this dataset: Without data augmentation 

and with data augmentation using Generative Pre-trained Transformer-2 

(GPT-2). It shows that data augmentation with GPT-2 enhances the 

performance of the BERT model by achieving 81% accuracy in comparison 

to un-augmented data. Despite strong community guidelines, subtle forms of 

hate speech on social media often go undetected, highlighting the need for 

robust detection methods. The suggested method uses a pre-trained BERT 

algorithm to categorize tweets as hate speech, inflammatory language, or 

neutral content. Data augmentation with GPT-2 considerably improves the 

BERT model's performance, obtaining an 81% accuracy rate. 
 
Keywords: BERT, GPT-2, Hate Speech, Machine Learning, Social Media  

Introduction 

The last decade has witnessed tremendous 

advancement in social media communication, with the 

introduction and meteoric rise of platforms such as 

Facebook, X (previously Twitter), Instagram, and Reddit, 

among others. With the availability of instant messaging, 

microblogging, video sharing, and other communication 

tools, individuals are increasingly turning to these 

platforms for communication. Traditional ways of 

communication, such as letter writing and telephone 

conversations, are now seldom used in official settings 

(Hasan and Chaudhary, 2024; Hasan and Alam, 2023). 

The growing reliance on communication and social 

contact has given rise to previously unseen and reluctantly 

voiced activities. Hate speech in the context of digital 

communication is a severe issue that these social media 

platforms face daily. 

Hate is a serious issue in the social media domain or 

internet world. There are several available methods 

proposed for automatic hate speech detection. However, 

there are still certain limitations in the detection of hate 
speech on social media platforms. Most of these 

limitations stem from linguistic intricacies. When it 
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comes to the definition of "hate speech", there is no 

universal definition of hate speech. Both in academic and 

socio-political-judicial perspectives, hate speech has a 
range of connotations. United Nations, the biggest 

flagbearer of human rights in the world, defines hate speech 

as, “any kind of communication in speech, writing or 

behavior, that attacks or uses pejorative or discriminatory 

language with reference to a person or a group on the basis 

of who they are, in other words, based on their religion, 

ethnicity, nationality, race, color, descent, gender or other 

identity factor (Nations, 2023).” On the other hand, the 

Encyclopedia of American Constitution defines hate speech 

as "…speech that attacks a person or group on the basis of 

attributes such as race, religion, ethnic origin, national origin, 
sex, disability, sexual orientation, or gender identity 

(Nockleby, 2000).” Besides, different social media 

platforms, social network sites like Facebook, X (previously 

Twitter), Reddit YouTube, etc., have platform-specific 

definitions and community guidelines for hate speech 

(MacAvaney et al., 2019; Jahan and Oussalah, 2023).  

Hate speech recognition has grown into a popular 

subject in recent years, particularly with the rise of social 

networking platforms that enable destructive words to 

spread quickly. Despite adopting a variety of machine 

learning and deep learning techniques to address this 

issue, existing systems face several problems and can 

perform badly in reality. 

There is a big headache: Contextual awareness. A lot 

of hate speech hides meaning between layers of sarcasm, 

irony, or hidden meaning when the offensive content is 

disguised and not directly expressed (Fortuna and Nunes, 

2019). Adding to this, human language is messy and 

inherently ambiguous and noisy, with undocumented 

words or changing slang (Zampieri et al., 2019) this 

makes it even harder for a system to accurately detect. 

Bias in training data: The Case of OCR & more, 

however, bias in the data on which machine learning 

models are trained is often unwittingly reflected by the 

model, meaning that it will detect some groups or 

communities as a higher risk than others and vice versa. 

This leads to a problem of either over or under-flagging 

benign content while missing hate speech from certain 

marginalized communities (Davidson et al., 2017). 

Additionally, the hate speech detection models cannot be 

applied to other languages or cultures effectively due to 

their rigidity. And many of the commercially available 

solutions are developed on a single language or region data, 

which makes it hard for these systems to perform within a 

multilingual context, or for cross-cultural audiences. 
Furthermore, fine-grained classification is often 

challenging for current methods. This plays directly into 

the censorialism of our age since these definitions of hate 

speech are so vague that it can sometimes be next to 
impossible for any automated or even semi-automated 

system to separate them from merely offensive language, 

or bland content which importantly is being expressed in 

similar language as hate speech if it were coming up 

against. These limitations point to the continuing 
imperative of enhancing accuracy and fairness on hate 

speech detection also in terms of: 
 
a Getting better at understanding language and social 

dynamics and 

b Tracking the ever-evolving nature of technologies 

that fuel this conflict in society 
 
Background 

Hate Speech Detection  

Hate speech detection on social media is an important 

undertaking that aims to reduce the negative effect of 
inflammatory information online. Given the wide and 

diversified nature of social media sites, this identification 

requires powerful Natural Language Processing (NLP) 

and machine learning approaches. Algorithms are taught 

to spot hate speech patterns, focusing on information that 

encourages discrimination, violence, or prejudice based 

on characteristics like race, ethnicity, religion, or gender. 

GPT2 

GPT-2 offers a significant leap in NLP by including a 
complex language model. GPT-2, developed by OpenAI, 

is based on the Transformer architecture and has a large 

neural network with 1.5 billion parameters. The model 

does pre-training on a wide range of materials, capturing 

sophisticated linguistic patterns and structures. 

Notable is GPT-2's ability to generate cohesive and 

contextually appropriate text. It uses an autoregressive 

technique to anticipate the next word in a series based on 

the prior context. The model's ability to perform a wide 

range of linguistic tasks, from text completion to narrative 

synthesis, demonstrates its complex knowledge of context 

and semantics. 
GPT-2's flexibility originates from its capacity to do 

zero-shot and few-shot learning, demonstrating its 

adaptability to tasks that lack task-specific training data. 

However, its sheer vastness necessitates extensive 

computer resources for training and inference. GPT-2 

exemplifies the changing environment of large-scale 

language models, encouraging more research into 

language comprehension and creation. 

BERT 

BERT (Kenton et al., 2019) changed natural language 

processing by introducing a significant shift in contextual 

comprehension. BERT, developed by Google AI, takes a 

bidirectional approach to understanding words, 

considering their contextual subtleties inside a phrase as 

well as their isolation. Its basis is based on the 

Transformer architecture, which emphasizes self-

attention mechanisms. 
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During pre-training, BERT learns by guessing masked 

words in phrases, which fosters a comprehensive 

understanding of linguistic nuances. The model's 
bidirectional context analysis enables it to grasp 

complicated connections, considerably improving its 

performance across a variety of NLP tasks. BERT's 

integration represents words in a three-dimensional space, 

capturing semantic links and contextual significance. 

BERT's influence extends to a wide range of 

applications, including sentiment analysis and question 

answering. Its versatility, shown by its fine-tuning for 

individual tasks, strengthens its position as a cornerstone 

in modern natural language comprehension, enabling 

advances in machine learning and linguistic analysis. 

Explainable Artificial Intelligence  

Interpretable machine learning is the capacity to 

comprehend and explain a machine learning model's 

decisions and predictions in a transparent and human-

accessible manner. In many complicated models, 

particularly deep neural networks, the decision-making 

process may be like a "black box," making it difficult to 

understand how and why a certain prediction is generated. 

Local Interpretable Model-Agnostic Explanations 

(LIME) 

LIME (Ribeiro et al., 2016) is an approach for 

understanding the decision-making process of complicated 

machine learning models. LIME works on a simple 

principle: It gives interpretable explanations for specific 

predictions, making the model's behavior more apparent. 

Regardless of the model's complexity, LIME approximates 
its behavior around a given instance by perturbing the input 

data and monitoring the subsequent changes in predictions. 

These affected data are utilized to train a locally 

interpretable surrogate model, which is often a simpler 

model such as linear regression or decision trees. This 

surrogate model approximates the complicated model's 

behavior in the area of the provided instance, revealing how 

input characteristics influence the prediction.  

LIME's model-agnostic nature assures its application 

across a wide range of machine-learning techniques, 

making it a flexible tool for interpretation. LIME fulfills 

the requirement for transparency in machine learning by 

providing localized and intelligible explanations for 

individual predictions, which fosters confidence and 

facilitates the wider adoption of complicated models in 

real-world applications. 

SHAP 

Shapley Additive ExPlanations (SHAP) (Lundberg and 

Lee, 2017) is a strong technique in the field of 

interpretable machine learning that provides information 

about the contribution of each feature to a model's 
predictions. SHAP values are derived from cooperative 

game theory and assign a unique value to each feature, 

signifying its effect on the model's output. SHAP values 

consider all conceivable feature combinations, calculating 
each feature's average contribution over several 

situations. By capturing the interaction effects of features, 

SHAP provides a thorough knowledge of the elements 

that influence a model's choice. 

SHAP's major strength is its ability to equitably divide 

credit among contributing features. This fairness is rooted 

in the Shapley values principle, which ensures that each 

feature is given its fair amount of credit depending on its 

impact. SHAP values increase interpretability by 

identifying which attributes cause predictions to rise or fall, 

which helps with model debugging, validation, and 
improvement. SHAP's vast application to many model 

types and tasks highlights its importance in increasing 

openness and confidence in machine learning systems. 

Overall, SHAP is an invaluable tool for practitioners and 

scholars seeking to understand the complexities of complex 

models and make educated judgments on model behavior. 

Related Work  

Hate speech detection on social media is an important 

undertaking that aims to reduce the negative effect of 

inflammatory information online. Given the wide and 

diversified nature of social media sites, this identification 

requires powerful NLP and machine-learning approaches. 

Algorithms are taught to spot hate speech patterns, 

focusing on information that encourages discrimination, 

violence, or prejudice based on characteristics like race, 

ethnicity, religion, or gender. These algorithms often 

leverage linguistic details, contextual information, and 

user interactions to detect abusive words. However, the 

ever-changing nature of language and growing internet 

trends make it difficult to keep up with new hate speech 

patterns. Human-in-the-loop techniques and continual 

model changes are critical for adjusting to the rapidly 

changing terrain of online communication. 

Hate speech detection efforts not only protect users from 

dangerous information but also help to create a safer and 

more inclusive online environment. Striking a balance 

between free expression and damaging speech is an ongoing 

problem that requires multidisciplinary cooperation and 

continual advances in machine learning to develop 

effective and ethical hate speech detection systems.  

In this section, we discuss some of the relevant studies 

that focus on hate speech detection on social media using 

various machine learning and deep learning approaches. 

While performing the literature survey from sources like 

SCOPUS, Web of Science, and Google Scholar, we came 

across papers based on hate speech detection in varying 

applications of machine learning and deep learning 

techniques along with various combinations of data 

processing, balancing, data augmentation feature 

engineering, etc. These papers can be categorized into 
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groups based on the techniques applied. Following are the 

key concepts associated with hate speech detection. 
Text classification using supervised learning: Using 

labeled datasets for text classification with the help of 

supervised machine learning algorithms.  

Deep learning for text classification: Application of 

deep learning models such as Convolutional Neural 

Networks (CNN), Recurrent Neural Networks (RNN) 

such as Long Short-Term Memory Networks (LSTMs) 

and Bi-LSTMs, etc., for text classification.  

Transfer Learning with Pre-trained Language Models: 

Apply transfer-learning techniques using models pre-

trained on vast amounts of data, such as GPT or BERT 

and fine-tune them on a smaller hate speech dataset for 

better performance. 

Ensemble methods: Combine multiple machine 

learning models to improve hate speech detection. The 

ensemble's decision can be based on voting or averaging 

the predictions of individual models. 

NLP with feature engineering: Extract and engineer 

features from text data, such as sentiment, part-of-speech 

tags, and syntactic structures, to help machine learning 

models identify hate speech. 

Data augmentation for imbalanced datasets: Augment 

training data for hate speech detection by generating 

synthetic examples, which can help address class 

imbalance in datasets.  

Machine learning emerged as an effective tool for 

automatic hate speech detection in recent years. More and 

more ML algorithms are being used in combination with 

various feature extraction and data processing methods to 

enhance the performance and credibility of the models. A 

range of studies have explored the use of machine learning 

for hate speech detection.  

Text Classification with Supervised Learning 

Several early studies have focused on text 

classification using traditional supervised learning 

algorithms. Aulia and Budi (2019) applied a Support 

Vector Machine (SVM) classifier to detect hate speech in 

long Indonesian texts, achieving an 85% F1 score. 

Similarly, Jemima et al. (2022) reported a 6% 

improvement in F1 using deep neural networks for hate 

speech detection on social media. These studies 

demonstrate the utility of traditional supervised methods, 

but their limited ability to capture linguistic subtleties 
such as sarcasm or hidden meanings often leads to 

suboptimal performance.  

Ensemble Methods and Data Augmentation 

In the context of video content, Wu and Bhandary 

(2020) found that a Random Forest Classifier model 

performed best in classifying videos as normal or hateful 

based on spoken content. Rupesh et al. (2022) proposed a 

hate speech detection model for social media, using 

machine-learning algorithms such as logistic regression 

and random forest, with the capability to send alert 

messages to users and take strict actions against hate 
speech. These studies collectively demonstrate the 

potential of machine learning in detecting hate speech 

across different types of content and platforms. Besides 

supervised learning, the unsupervised learning approach 

is also applied to text classification. Saini et al. (2020) 

performed topic modeling using the Latent Dirichlet 

allocation (LDA) for abusive text and applied 

unsupervised learning using the Self Organizing Maps 

(SOM). In comparison to k-means clustering, SOM along 

with LDA enhanced the performance of the model.  

Deep Learning Approaches 

Deep learning algorithms also prove effective for 

automatic hate speech detection. Dubey et al. (2020); and 

Bisht et al. (2020) both achieved high accuracy in 

classifying toxic comments and hate speech on Twitter 

using LSTM, with precision and recall scores above 90%. 

Baruah et al. (2019) also found success with a BiLSTM 

model, particularly in the English language context. 

Faris et al. (2020) extended this study to the Arabic 

language, using a hybrid CNN-LSTM model to achieve 

strong results in classifying hate speech on Twitter. 

Pitsilis et al. (2018); and Paetzold et al. (2019) both 

achieved competitive results using RNNs, with (Pitsilis et 

al., 2018) focusing on user-related information and word 

frequency vectors and Paetzold using minimalistic 

compositional RNNs. Bennessir et al. (2022) combined 

RNNs with transformers for Arabic hate speech detection, 

(Kumar, 2022) and compared RNNs with other models, 

finding that RNNs performed well in both unweighted and 

weighted cases for foul language categorization.  

Transfer Learning with Pre-Trained Language Models 

Since its development at Google, there has been a 

manifold increase in applications of BERT (Kenton et al., 

2019) in NLP. BERT has shown cutting-edge 

performance on a variety of NLP benchmarks and tasks. 

Its capacity to recognize context and record subtle word 

associations makes it a useful model for a variety of NLP-

related problems. Besides, its bidirectional architecture 

can understand the context far better than conventional 

algorithms. Its ability to transform words as embeddings 
in high-dimensional vector space makes it more impactful 

in understanding the semantic relationship between the 

words. We have come across a number of studies applying 

BERT as a language model for text classification in hate 

speech detection studies. BERT-based hate speech 

detection with various enhancements is a comprehensive 

approach incorporating different methods and techniques 

to improve hate speech detection. Mozafari et al. (2020) 

introduced a novel transfer learning approach using 

BERT for detecting hateful content on social media. Their 
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fine-tuned model outperformed other conventional 

methods in terms of performance metrics like precision, 

recall, and F1 score. Caselli et al. (2021) re-trained the 
BERT model with the RAL-E Reddit database and 

compared its performance with the general-purpose 

BERT model. Re-trained BERT outperformed the general 

model in detecting the abusive content in the dataset 

extracted from Reddit comments. Koufakou et al. (2020) 

incorporated lexical features with the baseline BERT 

model to observe the change in performance. They found 

that BERT models with lexical features significantly 

improved the performance in comparison to the baseline 

BERT model. Besides, there is a range of studies that focus 

on improving the performance of BERT by incorporating 
various methods for predicting hate speech. These studies 

vary from English language to other foreign (Junqueira et al., 

2023; Makram et al., 2022; Bayrak et al., 2023) and local 

languages (Bilal et al., 2023; Ghosh et al., 2023). 

Materials and Methods 

In this section, we discuss the detailed methodology of 

the proposed framework for hate speech detection on 
Twitter data using BERT. Figure (1) shows the graphical 

representation of the steps followed.  

Data Collection 

The training and testing of the prediction model was 

performed using the data available from (Nobata et al., 

2016). The dataset is publicly available and used extensively 

across platforms for hate speech detection model 

development using AI. It contains a dataset of ~25000 tweets 

having examples of hateful, offensive, and neutral language. 

Out of three classes, 5.77% of the tweets belong to hate 

speech, 77.43% to offensive language class and the rest 
16.80% belong to neither of the two classes. Figure (2) shows 

the visual representation of the class distribution.  
 

 
 
Fig. 1: Graphical representation of the proposed workflow 

 
 
Fig. 2: Class-wise data distribution 
 
Pre-Processing  

Data pre-processing is a crucial step in machine 

learning applications. The presence of redundancies, 

null values, and irrelevant information or noise might 

affect the quality of model training and this might lead 
to prediction biases. Therefore, it is very important to 

pre-process the dataset before using it for model training 

and testing. We carefully pre-processed the datasets 

prior to model development to reduce all sorts of 

redundancies. Pre-processing of this type of data is very 

crucial because it contains a lot of informal expressions 

that are difficult to process by NLP models. Sometimes 

the sample can have spelling mistakes, symbols and 

emojis, numerals and abbreviations, etc., that can be 

hard to process. Therefore, handling all such 

irregularities in the input text is very important.  

Data Augmentation Using GPT2 

GPT-2 generates synthetic hate speech samples, which 

are rigorously validated through human review and 

statistical analysis to ensure they enhance dataset 

diversity without introducing noise. This augmented 

dataset is then used to fine-tune BERT, improving the 

model's detection accuracy and robustness. The approach 

is validated through cross-validation and performance 

metrics to ensure effective and reliable hate speech 
detection across varied datasets. Unbalanced data in 

machine learning is a major issue. Especially in NLP-

based studies, it is crucial to standard and balance input to 

ensure the credibility of the model. The dataset that we 

used suffered from data imbalance in terms of the length 

of the tweets. For example, the word length in tweets 

ranges from 2 ~ 50. To tackle this issue, a GPT2-based 

model was used for scaling the tweets. As discussed 

earlier, GPT2 is a pretrained model for text generation. It 

can successfully generate text based on the inputs and is 

able to guess the preceding words in each sentence. In this 

way, the dataset generated using the GPT2 was further 
utilized for model training and testing.  
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Feature Extraction  

In this framework, BERT extracts rich, contextual 

embeddings from text by encoding semantic and syntactic 

information into high-dimensional vectors. These 

embeddings serve as crucial features for hate speech 

classification. GPT-2 enhances feature extraction by 

generating synthetic text samples that are contextually 

like real hate speech, thereby expanding the feature space. 

This augmented data is integrated into the training 

process, providing additional nuances that improve the 

model's ability to detect hate speech. A more thorough 

discussion should cover the specifics of how these 
embeddings are utilized, how synthetic features are 

validated, and their impact on the overall model 

performance. Feature extraction refers to the process of 

transforming raw (text) data into numerical features that 

can be processed while preserving the information in the 

original data set. It is used to delete the non-dominant 

features and accordingly reduce the training time and 

mitigate the complexity of the developed classification 

models. We have used BERT, Glove, and Word2Vec for 

word embedding and feature extraction. BERT is a model 

that knows how to represent text. Once you feed it a 
sequence, it repeatedly scans left and right until it outputs 

a vector representation for every word.  

Hyperparameter Optimization  

Hyperparameter tuning or optimization is a standard 

practice in machine learning. This method systematically 

tests a range of values for each hyperparameter, ultimately 

selecting the combination that yields the best performance 

on the validation set. The hyperparameters tuned in this 

study included learning rate, batch size, and the number 
of epochs. The results showed that fine-tuning these 

parameters significantly impacted the model’s accuracy 

and convergence speed. 

While this optimization process improved model 

performance, it is worth considering the computational 

expense associated with hyperparameter tuning. Large 

models like BERT require substantial resources for 

training and running multiple trials to optimize 

parameters can be time-consuming and costly. 

Techniques such as Bayesian optimization or random 

search could be explored as alternatives to GridSearchCV, 

potentially reducing the computational burden while still 
achieving competitive results. 

It is the process of testing different sets of parameters 

associated with the model being applied. We also 

performed hyperparameter optimization for the BERT 

model using different sets of parameters such as the 

number of epochs, batch size, optimizers, and methods for 

calculating loss. A test run was performed with a grid of 

parameters using GridSearchCV implemented from the 

scikit-learn library. The performance of the BERT model 

was tested on input data with these sets of parameters. 

Eventually, performance was evaluated based on 

prediction accuracy. GridSearchCV is capable of 

deducing the best parameters for a given model that 
ensure higher prediction accuracy.  

Model Deployment and Classification  

To train and evaluate the BERT model, we used the 

TensorFlow hub and imported the group of BERT 

models. The model was optimized throughout the training 

phase using the ‘adamw’ optimizer, which is a common 

tool for fine-tuning transformer-based models. The use of 

the ‘small_bert’ variation, notably with a four-layer 

design, 512 hidden units, and eight attention heads, 

reduced processing requirements while preserving the 

core of BERT’s contextual awareness. 

The model was trained with different combinations of 

epochs, iterating over the dataset to improve its 

understanding of language subtleties. This lengthy 

training period enabled the model to acquire complicated 

contextual linkages, which were necessary for good 

predictions in future challenges. The selection of 

'bert_en_uncased’ indicates an uncased English model 

suited for a wide variety of NLP applications. 

Following training, the model was rigorously tested to 

determine its generalization performance on previously 

encountered data. Metrics including accuracy, precision, 

and recall were used to assess the model's ability to 

understand and anticipate patterns in the data. The use of 

best practices in model fine-tuning, optimizer selection, 

and prolonged training durations to maximize the power 

of BERT for nuanced language comprehension tasks. 

Model Interpretation  

After the successful deployment of the BERT model 

for classification of the input text, we applied LIME and 

SHAP for model interpretation. Model interpretation 

methods are gaining popularity among the community. It 

is crucial to understand the meaning of predictions for 

real-world applications. It also helps in improving the 

performance of the model. Both LIME and SHAP are 

being extensively used for machine learning model 

interpretation. Details of the model interpretation are 

provided in subsequent sections. 

Results and Discussion  

In this section, we discuss the performance 

evaluation of the BERT model and its interpretation. 
As discussed earlier, two approaches for text 

classification were applied. The first one uses the input 

data without augmentation and the second approach 

incorporates data augmentation using GPT-2 along 

with a pre-trained BERT model. The objective is the 

observe the changes in the performance of the BERT 

model with and without data augmentation.  
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BERT without Data Augmentation  

After successful data cleaning and preprocessing, the 

dataset was subjected to split into train, test, and 

validation sets. The BERT model's performance for hate 

speech detection reached a commendable 81% accuracy 

on the test data without any data augmentation. This result 

is consistent with expectations, as BERT is known for its 

ability to handle a wide variety of natural language 

processing tasks with high efficiency due to its 

transformer-based architecture. However, the 

introduction of GPT-2 for data augmentation pushed this 

accuracy to 86%, highlighting the benefits of expanding 

the dataset with synthetic examples. The increased 

accuracy can be attributed to the model’s enhanced ability 

to generalize to previously unseen examples, which 

underscores the significance of having a diverse and 

robust dataset in tasks like hate speech detection. 

This improvement aligns with findings in previous 

research, where data augmentation techniques have been 

shown to improve model performance by introducing 

variability and covering edge cases that would otherwise 

be missed in smaller datasets. The 5% boost in accuracy 

suggests that the augmented data likely filled gaps in the 

original dataset, helping the BERT model learn nuanced 

language patterns associated with hate speech more 

effectively. This is a standard practice in machine 

learning to reduce biases in prediction. The inputs for the 

models were prepared using TensorFlow functionalities 

prior to model training and testing. Eventually, models 

we trained with training datasets and predictions were 

made using the test set left out for validation purposes. 

The model achieved an overall accuracy of 0.81 for the 

test samples.  

BERT with Data Augmentation Using GPT-2 

The discussion of data augmentation highlights its 

importance in improving the generalization capability of 

the BERT model. GPT-2, a generative model, was 

employed to generate synthetic examples that mimic the 

linguistic structure and patterns present in the original 

hate speech dataset. These synthetic examples helped 

mitigate the potential problem of overfitting by providing 

more varied training data. 

However, it is essential to acknowledge that data 

augmentation with synthetic text is not without its 

challenges. One major concern is the potential 

introduction of biases from the language model used for 

augmentation. GPT-2, for instance, is trained on large 

corpora of internet text and there is a risk that it could 

inadvertently generate biased or inappropriate examples, 

particularly when tasked with generating hate speech-

related data. Ensuring that the synthetic data does not 

reinforce harmful biases is crucial. In this study, close 

scrutiny of the generated text was conducted to ensure that 

the augmented dataset remained representative and 

unbiased, though further research could delve into 

methods for systematically addressing this issue. 

Data augmentation and leveling is an effective method 

to enhance the performance of the model. Data 

augmentation to make the models generalize better for 

hate speech detection. Therefore, we applied GPT-2 for 

augmentation of the input tweets up to the length of 50. 

After fine-tuning the model and training it with the 

resampled data, the performance of the BERT model 

enhanced significantly. The model achieves an accuracy 

of 0.86 with the augmented dataset which is higher than 

that without augmentation. This proves the effectiveness 

of the GPT-2 in enhancing the readability of the input data 

for automated text classification. Figure (3) shows the 

values of loss and validation loss for the BERT model. It 

is observed that the model achieves convergence between 

0-5 epochs. A similar trend is observed for accuracy.  

Interpretation of BERT with LIME  

One of the key contributions of this study was the use 

of interpretability tools like LIME and SHAP to analyze 

model predictions. These tools provided insights into how 

the model arrived at its predictions, making it easier to 

identify cases where the model might be relying on 

spurious correlations or misinterpreting input features. 

For instance, LIME allowed for the identification of 

specific words or phrases that contributed the most to the 

model’s classification decisions, while SHAP provided a 

global understanding of feature importance across the 

entire dataset. 

 

 
 
Fig. 3: Line plot showing the trade-off between (A) loss and 

validation loss, (B) accuracy and validation accuracy for 
the BERT model 
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The inclusion of these interpretability tools is 

crucial in a task like hate speech detection, where the 

consequences of incorrect predictions can be severe. 

False positives, where benign content is flagged as hate 

speech, can lead to censorship and unnecessary 

restrictions on free speech. On the other hand, false 

negatives, where actual hate speech is not detected, can 

allow harmful content to spread unchecked. By using 

LIME and SHAP, the model’s predictions become 

more transparent, and potential areas for improvement 

can be identified more easily. 

However, it should be noted that interpretability 

methods like LIME and SHAP also have limitations. 

LIME, for example, provides explanations by perturbing 

the input data and observing changes in model 

predictions. While this can offer valuable insights, it may 

not always capture the full complexity of the model’s 

decision-making process. Similarly, SHAP values can 

sometimes be difficult to interpret in models as large and 

complex as BERT, particularly when dealing with high-

dimensional input data like text. 

LIME provides local explanations for individual 

predictions of a model. For a BERT model, LIME 

generates perturbed instances of the input text and 

observes how the model's predictions change. LIME 

assigns weights to the features (words or tokens in the 

text) based on how much they contribute to the model's 

predictions in the local neighborhood of a specific 

instance. This helps identify which words or phrases are 

most influential in determining the outcome of the 

BERT model for a given prediction. It employs 

visualizations through highlighting important words in 

the instances, to present the interpretation in an 

accessible manner. This makes it easier to understand the 

contribution of different words to the BERT model's 

outcome for a specific prediction. Figure (4) shows an 

example of how LIME interprets the output of a BERT 

model by assigning prediction probabilities for all the 

classes using the feature importance values of the words 

(token) in the sample text.  

 

 

 
Fig. 4: BERT model interpretation using LIME 

Interpretation of BERT with SHAP 

SHAP is helpful in model interpretability for BERT. 

SHAP values provide a way to understand the 

contribution of each feature to the model's output. In the 

context of interpreting a BERT model's outcome, SHAP 

values can be used to attribute the prediction made by the 

model to individual input features. SHAP values quantify 

the impact of each feature on the model's prediction. For 

a BERT model, these features might represent different 

words or tokens in the input text. SHAP helps identify 

which words or tokens had a more significant influence 

on the final prediction. Figure (5) shows the SHAP 
outputs for sample texts used for interpreting the BERT 

model for all three classes.  

Limitations and Future Directions 

While the results of this study demonstrate the 

potential of BERT and GPT-2 for hate speech detection, 

several limitations should be acknowledged. First, the 

dataset used for training and testing, although augmented, 

still may not be fully representative of the diversity of hate 

speech encountered in real-world applications. Hate 
speech can vary significantly across different platforms, 

languages, and cultural contexts. Future work could 

explore the generalization of the model across multiple 

platforms and in multilingual environments. 

Moreover, while data augmentation improved model 

performance, there is a risk that the synthetic data 

generated by GPT-2 may introduce noise or unintended 

biases. This is an area that requires careful consideration 

and future research could focus on developing more 

sophisticated data augmentation techniques that are 

tailored specifically for hate speech detection. 

 

 
 

Fig. 5: BERT model interpretation using SHAP 
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Finally, it is important to consider the ethical 

implications of deploying hate speech detection models 

in real-world applications. These models must strike a 

balance between accurately detecting harmful content 

and avoiding over-censorship. Developing models that 

are not only accurate but also fair and transparent will 

be crucial as hate speech detection technologies 

continue to evolve. 

To build on the findings of this study, future 

research could explore several avenues. One potential 

direction is the use of multilingual models to detect 

hate speech in different languages and across different 

cultural contexts. Hate speech is a global problem and 

models that can operate effectively in multiple 

languages would have a broader impact. Additionally, 

integrating context-aware models that consider the 

social dynamics of conversations, such as the role of 

user interactions or the spread of hate speech through 

networks, could improve the model’s ability to detect 

hate speech in complex scenarios. 

Another area for future exploration is the development 

of more advanced data augmentation techniques. While 

GPT-2 provided useful synthetic examples in this study, 

other generative models or approaches, such as Generative 

Adversarial Networks (GANs), could be explored for 

creating more realistic and diverse training data. 

Lastly, further work on model interpretability is 

essential. While LIME and SHAP provided valuable 

insights into the model’s decision-making process, more 

robust interpretability methods that are better suited to 

large, complex models like BERT are needed. This will 

ensure that models remain transparent and that their 

predictions can be trusted in real-world applications. 

Conclusion 

This research examined the efficacy of a BERT 

model for hate speech identification, highlighting its 

ability to identify objectionable information inside 

online conversations. The first evaluation suggested 

adequate baseline performance, however the model 

showed significant improvement after data 

augmentation using GPT2. Following augmentation, 

prediction accuracy increased to 81%, demonstrating the 

significant influence of augmented data on improving 

classification. The integration between BERT and GPT2 

demonstrated a sophisticated comprehension of hate 

speech subtleties, exhibiting advanced language models' 

adaptation to the complexity of online communication. 

However, ethical concerns about biases in enhanced data 

need continual investigation. This research confirms the 

effectiveness of hybrid models in detecting hate speech, 

underlining the ongoing need for innovation to handle 

the changing terrain of language patterns in online 

conversation. The increased accuracy post-

augmentation indicates that the model was successfully 

fortified against the obstacles given by dynamic 

language usage, leading to advances in responsible and 

effective natural language processing for minimizing the 

impact of objectionable material. 
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